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¼Schmid College Academic Advising:
¼ Tuesday April 3, 4:30pm -6:30pm AF209A (Prof. Leifer)

¼ Wednesday April 4, 4:30pm -6:30pm Henley Hall Basement (Prof. Dressel)

¼Adam Becker is returning to Chapman:
¼ Book event and signing at 1888 center: Monday April 16.  RSVP required 

https://bit.ly/AdamBecker

¼Assignments 
¼ First Draft due on Blackboard April 11.  

¼ Peer review until April 16.  

¼ Discussion in class April 16.

¼ Final Version due May 2.

¼Homework 3 due April 11.

¼ I like lunch invitations

https://bit.ly/AdamBecker


¼ Alice has a preparation device that prepares the system in either 
the state ”or the state „.  She chooses each with υπȾυπprobability 
and sends the system to Bob.

¼ Bob makes a measurement on the system and has to guess 
whether ”or „was prepared.

¼ What is his maximum probability of success and what measurement 
should he make?



¼Letõs look at the classical case first.  There is a variable that can take 
Ὠpossible values Ὦ ρȟςȟỄȟὨ.

¼ Alice prepares the probability distributions ▬or ▲with υπȾυπ
probability.

¼ Bob sees the value of Ὦand has to guess whether ▬or ▲was 
prepared.

¼ Bob decides on a subset Ὁ▬Ṗ ρȟςȟỄȟὨ.  If Ὦɴ Ὁ▬he guesses ▬.  If it is 
in the complement Ὁ▲ ρȟςȟỄȟὨ Ὁ͵▬, he guesses ▲.



¼ Therefore,
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¼ Where Ὀ ▬ȟ▲ В ὴ ή is called the variational distance .



¼ Theorem (Helstrom , Holevo ): The optimal success probability in the 
quantum case is given by
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is known as the trace distance , and the matrix norm is given by

ὓ ὓ ὓ.



¼ Lemma : If ὓ is a Hermitian operator then

4Òὓ ȿ‗ȿ

where ‗are the eigenvalues of ὓ.

¼ Proof: Let ὓ В‗ȿ‰ἃἂ‰ȿbe the spectral decomposition of ὓand 
write
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Then,

ὓ ὓ ὓ ὓ because ὓ is Hermitian.
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¼ Note: cross terms are zero because the subspaces with ‗ πand ‗ πare 
orthogonal.

ὓ

ȿ ȿ

‗ ‏‗ ‰ ἂ‰ȿ

ȿ ȿ

‗ ‗ ‏ ‰ ἂ‰ ȿ

ȿ

‗ ‰ ‰

ȿ

‗ ‰ ‰

‗ ‰ ‰ ‗ ‰ ‰

¼ And hence 4Òὓ Вȿ‗ȿȢ



¼Now consider Bobõs strategy.  He has to choose a two-outcome 
POVM: Ὁ, Ὁ Ὅ Ὁ, such that if he gets the outcome Ὁ he will 
guess ”and if he gets the outcome Ὁ he will guess „.

¼ His success probability is
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¼ Now let ” „ В‗‰ ‰ be the spectral decomposition of ” „.

4ÒὉ ” „ 4ÒὉ ‗‰ ‰

‗4ÒὉȿ‰ἃἂ‰ȿ ‗ἂ‰ȿὉȿ‰ἃ

¼ Now, π ‰ Ὁ ‰ ρ, so this is clearly maximized if we can choose 
‰ Ὁ ‰ ρfor ‗ πand ‰ Ὁ ‰ πfor ‗ π.  This can be 

achieved if we choose
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¼ So we have
4ÒὉ ” „ 4Òὖ ” „

‗ἂ‰ȿὖȿ‰ἃ

ȿ

‗ἂ‰ȿ‰ἃἂ‰ȿ‰ἃ

ȿ

ȿ‗ȿ

¼ However, ”and „are both density matrices, so
4Ò” „ 4Ò” 4Ò„ ρ ρ π

¼ Therefore В‗ В ȿ ȿ‗ȿ В ȿ ȿ‗ȿ πor 
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¼ Hence,
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¼ Now, if we apply the lemma, this gives 
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¼ Putting it all together gives
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with equality achieved if Bob chooses Ὁ ὖ , i.e. the projector onto the 
positive eigenspace of ” „.



¼ Note that if ”and „are diagonal in the same basis

” ВὴȿὮἃἂὮȿ and    „ ВήȿὮἃἂὮȿ

then the eigenvalues of ” „are ὴ ή and we get
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recovering the classical result.

¼ If ” ȿ‪ἃἂ‪ȿand „ ȿ‰ἃἂ‰ȿare both pure states then (you will prove 
on Hwk. 4)

Ὀ ”ȟ„ ρ ‰‪

¼ Therefore, pure states are perfectly distinguishable iff ‰‪ π.








